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ABSTRACT

Telepresence robots have the potential to revolutionize remote
interactions, but they can also misrepresent users. This paper draws
on existing theory and empirical evidence to explore how self-
presentation is performed through and distorted by telepresence
robots. This work focuses on the relationship between the user’s
physical body and their robot embodiment and provides directions
for future work.
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1 INTRODUCTION

Telepresence systems are designed to improve virtual interactions
and collaborations by making users feel physically and socially
present in remote environments. A majority of telepresence re-
search focuses on systems in the ‘iPad-on-a-stick’ paradigm and
evaluate success in terms of feelings of presence and task perfor-
mance through controlled lab studies [11, 15, 17, 18]. Deployment-
style studies in offices [11, 19], schools [4, 14, 16], conferences [13],
and homes[2, 5, 22] have studied interactions with real users and
highlighted key problem areas. Overall, there is a strong foundation
of telepresence research with evaluation methods that center on
feelings of presence and task performance, but as Boudouraki et al.
[1] asserts, there is more to interaction than feeling present.
Telepresence robots allow users to physically take up space in re-
mote environments, giving them a physical presence, but what are
the implications of interacting through a robot body? To answer this
we first consider the role of our bodies in face-to-face interactions.
The physical body plays an important role in social interactions,
including embodied cognition, proxemics, and backchanneling ges-
tures, and remote interactions are limited by the lack of physicality.
We express ourselves to others through the appearance and actions
of our bodies; this process is called self-presentation or impression
management and is a key element of human interaction. The impact
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of computer-mediated communication on self-presentation strate-
gies is well studied [8, 20], but this has not been explicitly studied
for robot-mediated communication. Since our physical bodies are
at the core of self-presentation, when we communicate through
a telepresence robot, we must perform our presentation through
the robot. Therefore it is important to understand how a user’s
self-presentation is expressed through and possibly distorted by
telepresence robots. This matters because there is evidence of peo-
ple feeling less comfortable in social situations when using the
telepresence robot and of people feeling like the telepresence robot
didn’t represent them or let them be seen as they would like to be
seen.

In this paper, I draw from impression management theory and
empirical evidence from telepresence studies to show how telep-
resence impacts how others perceive us, why this matters, and
what we can do about it. I argue that telepresence systems have
the potential to make people feel less connected and harm remote
interactions instead of strengthening them. I consider how this is
context-dependent and is potentially more harmful to users with
less power or resources. I introduce ways of thinking about how
likely this is to occur based on robot design. Finally, I propose
recommendations and areas for future work.

2 SELF-PRESENTATION & TELEPRESENCE

Self-presentation, or impression management, is the process of
controlling our appearance and behaviors to influence how others
perceive us and is a critical element of social interactions. We moni-
tor how others perceive us and adjust our presentation to help align
other’s perceptions with our sense of self and goals. It is important
to consider how telepresence robots impact self-presentation be-
cause this process is linked to our self-esteem, identity development,
social acceptance, and material rewards [10].

The theory of self-presentation was introduced by sociologist
Erving Goffman through a theater metaphor [7]. In this model,
social interactions are considered plays in which we perform some
role. As actors in the play, we perform on a stage wearing costumes
and following scripts in order to convince the audience that we are
a certain character. In the real world, the stage is the context in
which the interaction takes place, and the audience is composed of
the people we are interacting with. Costumes are elements a person
can use to modify their appearance, or that otherwise contribute to
their physical appearance. This includes relatively static physical
attributes like height, facial features, and easily modified acces-
sories like clothing and makeup. Scripts are verbal and non-verbal
actions and behaviors; the scripts a person can perform depend on
their physical and mental abilities. A person’s presentation, or role
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performance, is limited by the costumes and scripts they access and
their physical body.

The physical body is a central component of self-presentation,
so what happens when people communicate through a robot body?
We explore this through the costume and script elements from
Goffman’s theater metaphor. I focus on three questions:

(1) Does the robot have access to the same costumes and scripts
as the user?

(2) How do we translate the user’s costumes and scripts onto
the robot?

(3) How does the robot’s physical body impact how the cos-
tumes, scripts, and user are perceived?

2.1 Costumes and Scripts

People use costumes and scripts to control their presentation. Every-
one has access to different costumes and scripts, and the costumes
and scripts available are constantly changing. Ideally, telepresence
robots can represent users and preserve their presentation by copy-
ing their costumes and scripts. Therefore, we start by exploring
what costumes and scripts a robot has access to and how this relates
to a user’s costumes and scripts.

A robot’s software and hardware determine what costumes and
scripts they have access to. Just as a user’s costumes are ways of
modifying their physical appearance, a robot’s costumes are all the
physical appearances it can have and this is determined by hardware
(and sometimes software). In many cases, the robot’s base costume
is the standard appearance of its body which can be customized with
accessories and video. A robot’s available scripts are the possible
behaviors it can perform, including physical movements, playing
audio, and displaying video. These are a product of the robot’s
hardware and software.

Since robots cannot perfectly replicate people it isn’t possible for
them to have all the costume and script elements, but some are more
important than others. We consider two examples where a user’s
presentation and overall user experience were negatively impacted
because the robot was missing a costume or script element.

For example, the stuffed bear telepresence robot used in [9] does
not have access to any costumes that are aligned with an average
user’s clothing and physical appearance. Kuwamura et al. [9] found
that users’ presentations were distorted and their personalities were
perceived differently when communicating through a stuffed bear
robot [9]. This change in how the user is perceived can negatively
impact users, especially when interacting with strangers or trying
to make a good impression.

Most telepresence robots do not have arms and cannot open
doors. This is a script limitation, as most users could open doors
and perform tasks with their arms if they were physically present.
Telepresence users commonly mention this limitation, and while
people get around this problem by asking for help, some users
mention feeling embarrassed and missing their independence [1,
11]. For example, a user recalled a time when they could not quietly
leave a meeting because they couldn’t open the door: “..the room
just erupted in giant laughter, so it was kinda comical, but for me it
was kind of really challenging because there was no way for me
to gracefully leave that room.” Interveiw 1 from [1]. This type of
encounter illustrates a change in how the user is perceived and
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how this can impact social dynamics and the user’s sense of self
and self-esteem.

A user’s self-presentation is limited by their costume and script
sets and a telepresence robot’s ability to accurately represent the
remote user’s presentation is limited by the robot’s available cos-
tumes and scripts. Thinking about telepresence systems in terms
of the available costumes and scripts allows us to consider whether
the robot has options for the expected and most relevant scripts and
costumes for a given context. This also brings up questions about
determining if costumes and scripts are equivalent, and what cos-
tumes and scripts are most important for a given user and context.
This brings us to how the user’s presentation, costumes, and scripts
are mapped onto the robot’s presentation, costume, and scripts.

2.2 Mapping from Users to Robots

Current systems use a range of approaches to map a user’s physical
appearance and actions onto a telepresence robot including robot
personalization [6], video displays, and robot control interfaces. De-
pending on the robot’s design and control mechanisms the user has
a varying level of control over the robot’s costumes and scripts. The
standard ‘iPad-on-a-stick’ telepresence robots give user’s control
over the audio and video performed on the robot and prior work
has explored how the costumes of these standard robots can be
expanded by allowing users to personalize their robot with physical
clothing items and accessories [6, 13]. It is important to note that
the goal is not to choose the best costumes and scripts for a user,
but instead, we want to preserve the user’s choices and give them
agency over their presentation. Ideally, telepresence robots will
accurately convey the user’s costumes and scripts to allow them to
be perceived as they would be if they were physically present.

We can model the mapping process as two functions, one from
the user’s costumes to the robot’s costumes and the other from the
user’s scripts to the robot’s scripts. In order for the robot to preserve
the user’s presentation the functions should map the user’s script
and costume choices onto equivalent scripts and costumes available
to the robot. If we could perfectly and directly map all the user’s
costumes and scripts onto the robot, the robot would perfectly
replicate the human user. This is not technologically feasible, and
considering the uncanny valley effect [12] this is not something
that could also impact the user’s presentation. This being said
some costumes and scripts are more important to the user’s overall
presentation than others. This abstraction allows us to think about
what it means for scripts and costumes to be equivalent, what
costumes and scripts are most important to preserve, and how to
evaluate a mapping.

A common example of a mapping gone wrong is when the robot’s
volume makes it seem like the user is speaking much louder than
they actually are. Users have reported that this makes it seem like
the remote user is shouting which can cause others to perceive
them rude and disruptive [11, 13]. On a similar note, difficulties
with navigation are well documented. In this case, the robot has
the ability to move through the space as the user would, but the
control interface limits the actual movement. Users report feeling
uncomfortable, embarrassed, and attracting unwanted attention
when their robot body does not move as they would [1, 11, 13].
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2.3 Context Matters

It’s not enough to directly map scripts and costumes onto robot
one by one, as they are interpreted in context and holistically. Fur-
thermore given that telepresence robots cannot perfectly replicate
humans, the robot will always have costume elements, most no-
tably the robot’s visible hardware, that are not representative of
the remote user’s costume and outside of the user’s control. As
a result, even when we can map a script or costume element to
a nearly identical version in the robot’s set it may be interpreted
differently when presented by the robot. For example, telepresence
robots wearing wigs were perceived as unpleasant [6], and user’s
personalities were distorted when interacting through a Nao ro-
bot that copied their physical movements [3]. More generally, the
robomorphism effect, the attribution of robot-like qualities onto
a user, suggests that user’s presentations may always be affected
by telepresence robots [18]. These changes can be attributed to
the fact that presentations are performed through the interplay of
costume and script items and that both the performance and the
audience’s perceptions of it are complex and context-dependent.

Overall, there are many ways to map a user’s costumes and
scripts to the robot and there is no perfect or one-size-fits-all solu-
tion. We need to consider factors such as the interaction context,
computational feasibility, and user preferences during the design
process. In addition, we should think about how we can give the
remote user insight into and control over the mapping process
so that they can self-monitor and have some agency over their
augmented self-presentation. This abstraction highlights some key
open questions, including what it means for scripts and costumes
to be equivalent, what scripts and costumes are most important to
preserve, and how each script and costume impacts the impression
as a whole.

3 IMPLICATIONS & DIRECTIONS FOR
FUTURE WORK

The primary goals of telepresence systems are to improve remote
interactions and make people feel more present, but there is evi-
dence that telepresence robots alter how users present themselves
and how others perceive them. This is contrary to the purpose of
telepresence since self-presentation is linked to social and material
rewards, self-concept, and self-esteem, and any disruption to or aug-
mentation of presentation has the potential to cause harm. While
research is needed to fully understand when, how, and to what
extent telepresence robots impact self-presentation, we can use
this preliminary exploration to inform how to design and evaluate
telepresence systems.

When designing systems, consider what types of costumes and
scripts are missing from the robot and compare them to what cos-
tumes, scripts, and impressions are expected for a given context.
For example, a telepresence robot used in homes may have different
needs than one used in an office setting. We should think about how
to design control algorithms and interfaces to give users control
and the ability to self-monitor while not causing cognitive overload.

In terms of evaluation, we need to rethink what successful telep-
resence systems look like and how we can define and measure
success. Much of this work was motivated by findings from deploy-
ment studies and interviews with real users. This highlights the
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importance of studying telepresence in context and centering real
users and interactions. It is important to note the lack of diversity
in the participants included in these studies and HRI studies more
broadly [21]. This is particularly relevant because, following im-
pression motivation theory, users who have less relative power or
are otherwise outsiders in an interaction are more likely to want
to control their presentation. As a result, these users may be more
negatively affected than others if a telepresence robot distorts their
self-presentation. Therefore it is important to evaluate telepresence
systems with a diverse population of users to ensure that we are
not only observing interactions between more privileged users who
are less likely to be impacted by a distorted presentation.

This paper introduces a way to think about how self-presentation
is impacted robot-mediated communication and illustrates that
this is a complex process that is highly context-dependent. Future
work is needed to formalize this model and answer open questions
about designing and evaluating telepresence systems with self-
presentation in mind.
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